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Abstract  

The main goal of this work is to address the main issues that derive from the adoption of 

Financial Technologies (FinTech). We conduct a bibliometric and systematic literature review 

to assess the theoretical background on the subject matter based on the specialized literature, in 

a way that elucidates the reasons for the topic's significance, ultimately revealing the research 

gap that this study intends to address. We discuss important topics related to FinTech, such as 

the advantages and risks, the huge need for regulation, the need for financial inclusion, the 

increased risks given to the financial transactions and how to face these cybercrimes within 

potential solutions. We also explore how financial companies can use new technologies to 

create new services and products using the large amount of data they have. We present the 

implications of our work for policy makers from different levels - microeconomic, 

macroeconomic, and European level. 

 

1.Introduction 

In recent years, the financial industry has experienced significant changes. This has 

happened because there is more data available all over the world. Big Data has led to 

advancements in Artificial Intelligence (AI) and Machine Learning (ML) technologies and use, 

automation, and new ways to predict human behaviour. But this is not only limited to the 

financial industry. AI is being used more and more and is doing well in many areas. Artificial 

Intelligence (AI) is changing how entire industries and businesses work. New smart services 

are ideated continuously. For instance profiling and social scoring study how customers behave 

and come up with new and creative products and designs (Chamorro-Premuzic, Polli & Dattner, 

2019; Kiron & Schrage, 2019). Nowadays, market segmentations, or for instance sentiment 

analysis, or operations of rapidly trading stocks are usually done by computers. Chatbots are 

taking over the jobs of customer service operations, AI models are figuring out credit scores, 
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and most of us use online apps to pay when purchasing. The use of AI in Finance has increased 

a lot, especially because of the Covid-19 pandemic when people had to use technology to stay 

home and prevent spreading the virus. 

As a result, there has been a huge increase in the number of people using apps like Google 

or Apple Pay. There has been a big increase in FinTech start-ups that are trying to use 

technology to do online transactions that people usually do. In the business world, companies 

have started using AI and ML tools instead of relying on cash flow and managing employees 

manually. According to IBM (2022), more than 35% of the companies worldwide were using 

AI in their daily activities in 2022, while almost 80% stated they intend to introduce AI in their 

activities. This transition from humans making decisions and managing things to relying on 

technology has led to some problems with keeping information safe. This leads us to another 

important way that AI and Machine Learning are used in finance. Artificial Intelligence (AI) is 

used to protect against computer security issues, identify and prevent fake activities, and detect 

and stop financial crimes. Thus, cybercrime comes into force and protection against it becomes 

crucial. 

The following section encompasses a bibliometric and systematic literature review to 

assess the theoretical background on the subject matter based on the specialized literature, in a 

way that elucidates the reasons for the topic's significance, ultimately revealing the research 

gap that this study intends to address. We discuss important topics related to FinTech, such as 

the advantages and risks, the huge need for regulation, the need for financial inclusion, the 

increased risks given to the financial transactions and how to face these cybercrimes within 

potential solutions. All these issues are the object of section 3 where a systematic literature 

review is conducted for these topics. Section 4 provided discussion, policy implications, and 

the path forward. The paper ends with the conclusions of the work. 

 

2.  Bibliometric analysis of the articles on the topic of FinTech  

Methodology and data 

As the main source of our research, we used the collection of studies published in the Web 

of Science Core Collection in the period between 1975 and October 2023 with FinTech as the 

theme. First, the word "FinTech" was used as a search key. Works in the sample were classified 

using descriptive statistics tools based on fields of research, the countries where they were 
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developed and the year of publication, using data from the WOS analysis. Subsequently, we 

employed the VOSViewer software tool to create and explore connection maps. 

To create a connection map, the main steps followed were: choosing the data source, 

namely the bibliographic data text file; choosing the fields where the search is made, 

respectively in the keyword field in the case of our research; choosing the number of 

occurrences of FinTech related terms - five appearances. The program calculated and displayed 

both the strength of the links between the terms and the number of occurrences of each keyword 

and finally the map was generated. 

Results and discussions 

The evolution of the number of scientific articles with the topic of FinTech is presented in 

Figure 1. A sharp increase in the number of publications over the time is emphasized, with only 

2 papers published in 2015, but a huge jump to 334 articles in 2023. We may note the concern 

on this topic registered the highest growth rate in 2022, when the number of publications raised 

from 189 (2021) to 311 (2022), thus an increase of about 1.6 times. The explanation should be 

found in the COVID-19 pandemic period that asked for a huge level of digitalization in 

economy. 

 

 

Figure 1. Distribution of FinTech scientific articles by year of publication 
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Source: authors’ construction 

 

Figure 2 describes the top 15 research fields based on the number of scientific articles 

according to the WOS category classification. As expected, the field of Business & Finance is 

on the 1st place, with the highest number of 220 articles published on the topic of FinTech. It is 

naturally followed by “Economics” (92) and on the third place by “Business” (79). It is worthy 

to note the fourth place occupied by “Law”, which demonstrates the interest of scientists in the 

investigation of regulation framework in this field (58). 

 

Figure 2. Distribution of FinTech scientific articles by research field 

Source: authors’ construction 

 

In Figure 3 the distribution of scientific articles with the topic of FinTech by Journals is 

reflected. It is interesting to see that the journal Sustainability has published the highest number 

of papers on the topic of FinTech - 44, up to the moment of the analysis. It is followed on the 

second place by Finance Research Letters (with 30) and by Financial Innovation (with 24) on 

the third place. 

220
92

79
58

50
43

38
36

25
19

15
14
14
12
10

0 50 100 150 200 250

Business, Finance
Economics

Business
Law

Business, Finance; Economics
Green & Sustainable Science & Technology;…

Business; Management
Management

Computer Science, Information Systems
Multidisciplinary Sciences

Social Sciences, Interdisciplinary
Computer Science, Information Systems;…

Environmental Sciences
Business, Finance; Law

Geography

Electronic copy available at: https://ssrn.com/abstract=4620106



6 
 

 

Figure 3. Distribution of FinTech scientific articles by Journals 

Source: authors’ construction 

 

Also in relation with the journals, Figure 4 helps to analyse the presence of bibliographic 

coupling by Journals.  These clusters are built depending on the frequency of use, connexions 

and strength of connexions. Sustainability, even if it is the journal that has published the highest 

number of papers on the FinTech topic ever, it is in the cluster with few journals such Journal 

of Cleaner Production, Environmental Science and Pollution Research and Resource Policy 

with which there were identified important co-occurrences between keywords. Then, another 

important cluster has in a central place the journal Finance Research letter with important co-

occurrence with Electronic Commerce Research, European Journal of Finance or International 

Review of Finance Research in International Business. A third cluster is centred in the Journal 

of Economics and Business, but the differences from other journals are not important. Any other 

journal such as Journal of Cultural Economy, Rise and Development of FinTech, Asian 

Economic Policy Review or FinTech, Artificial Intelligence and the law- Regulation and Crime 

Prevention are of a high importance from the point of view of co-occurrence of the keywords. 
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Figure 4. Bibliometric analysis using the keywords “FinTech”. Bibliographic 

coupling by Journals 

Source: authors’ construction 

 

Figure 5 reflects the results obtained by using VOSviewer in order to identify the most 

common keywords used in relation to FinTech. We select the number of occurrences of a related 

keyword to be at least 20. Thus, we identify five main clusters of co-occurrences. The green 

cluster puts FinTech in relation to the terms “financial regulation”, “financial stability”, 

“innovation” and “financial inclusion” as being the most related terms with common co-

occurrence. Then, we may read the red cluster that belongs to the sectors of “banking and 

finance” where terms as “artificial intelligence”, “regulation”, “big data”, “risk”, “credit”, 

“competition” and “market” dominate this cluster. A special cluster with common patterns and 

occurrence is seen in yellow. It reunites terms such as “cryptocurrency”, “bitcoin”, 

“blockchain” or “financial services”. 

 

 
 

Electronic copy available at: https://ssrn.com/abstract=4620106



8 
 

 

Figure 5. Bibliometric analysis using the keyword “FinTech”. Co-occurrence of 
keywords. 

Source: authors’ construction 

 

Figure 6 presents a bibliometric analysis using the keyword “FinTech” that connects 

publications in clusters using bibliographic coupling by Countries. We may observe that three 

main countries dominate the bibliographic coupling such as China, The United Kingdom and 

then The United States. Then important production of cited research is realized by the high-

income countries such as Australia, Netherland, Italy and Germany. 
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Figure 6. Bibliometric analysis using the keywords “FinTech”. Bibliographic 
coupling by Countries 

Source: authors’ construction 

 

The bibliometric analysis conducted on the FinTech literature highlights important topics 

in relation with it, such as the huge need for regulation, the need for financial inclusions, the 

increased risks given to the financial transactions and the way to counteract them, among 

others.  

 

3. Systematic literature review  

3.1 FinTech opportunities and risks  

Higher levels of FinTech usage have clear advantages that can be represented by greater 

accessibility, time optimization, variety of services, cost reduction, reducing classical frauds, 

just to name some. 

In respect to reducing classical frauds such as tax evasion, corruption, shadow economy, 

etc., the FinTech sector and its applications may contribute to the reduction in cash turnover 

and thus make monitoring of financial transactions much easier, through decreasing shadow 

economy (Remeikien et al. 2021; Elgin and Oyvat, 2013), and tax evasion (Immordino and 
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Russo, 2018, Okunogbe and Pouliquen, 2018, Coita et al., 2023a, 2023b). Moreover, 

technology may discourage corruption-engaging activities by reducing the interactions between 

the taxpayer on the one hand, and the representative of the tax authorities on the other hand 

(Slemrod, 1990; Bird & Zolt, 2008; Goel et al. 2012; Achim et al. 2021). These studies show 

internet diffusion to be associated with less corruption.  In financial markets, the need of higher 

investments in regulatory technologies (RegFin) is highly required in order to reduce financial 

markets frauds (Williams, 2013; RegTech). In banks, credit card frauds are detected using 

various anti-money laundering techniques, especially based on artificial intelligence, while for 

detecting frauds in financial statements the best performing methods are probabilistic neural 

networks and genetic algorithms (Sadgali et al., 2019). Similar technologies consisting in 

computerized data mining programs, machine learning, and several tools for risk profiling are 

used to trace illicit funds for money laundering or terrorist acts (Levi & Wall, 2004; Amoore & 

de Goede, 2005; de Goede, 2008; Williams, 2013). 

While above we have pointed out the positive usage and effects of FinTech upon the 

society, there is also the dark side of FinTech upon economy. While the society becomes more 

and more digital, organizations around the world are increasingly vulnerable to cyber threats. 

In 2020 alone, cybercrimes created a trillion-dollar global business loss. The problem will only 

escalate: 57% of organizations report unfilled cybersecurity positions, and the global 

cybersecurity workforce is short some 3.5 million workers in 2021, according to Cybersecurity 

Ventures. Concern over the dearth of tech talent, in general, is coming to a head as organizations 

are more and more relying on the digital environment and Digital Finance. With cybercrime on 

the rise, the shortfall in cybersecurity is particularly urgent. Thus, digitalization has also a dark 

side by facilitating new channels for fraudsters to gain illegal benefits when operating in digital 

space under the forms of cybercrime, bank fraud, FinTech frauds, e-commerce frauds etc. 

Under this context, all the economic and financial activities have suffered a high movement 

from traditional channels to online channels. 

 In this context, the term “digital shadow economy” has recently emerged in the literature 

as an expression of the frauds conducted in the digital space. In the broad sense, the “digital 

shadow economy” term is frequently aligned with the terms of “digital underground economy” 

and “digital black market”, respectively meaning profit-driven Internet-based unregistered 

activities (Herley and Florencio 2010) and illegal revenues generated as a result of online trade 

and service provision (Zorz,2015). Digital shadow economy refers to cybercrime, e-piracy, e-

fraud, bank frauds, e-commerce (Remeikiene et al. 2021). Considering the illegal nature of 
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digital shadow economy, it is closely related to the concept of cybercrime, which is interpreted 

as Internet-based crime, conducted remotely to illegally take wealth or resources from others 

(Smith, 2015; Reimeikiene, 2018). According to the Global Economic Crime and Fraud Survey 

provided by PwC (2020)  a share of 34%  of frauds is conducted under the form of cybercrime, 

being on the second place after the consumer frauds (with 35%).  Romania is among the top 

four most vulnerable countries in EU at cybercrime attacks after Slovenia, the Czech Republic 

and Bulgaria (Global Cybersecurity Index, 2020). Regarding bank frauds, statistics show an 

increase of fraud incidents over time. Thus, fraud losses per 100 U.S. dollars of total card sales 

worldwide have increased by 57 % in 2021 compared to 2010 (from 4.1 in 2010 to an estimate 

value of 7.1 in 2021) (Nilson, 2020). ATM malware and logical attacks against ATMs were up 

269% in the first six months of 2020 compared to the first six months of 2019 (from 35 to 129) 

and all the reported attacks were Black Box attacks. The financial losses went up from less than 

€1,000, to just over €1 million (EAST, 2021). In the area of FinTech frauds it’s worth 

mentioning Revolut, one of the world's most popular FinTech start-ups, that has been accused 

of violating basic banking rules and failing to block thousands of potentially suspicious 

transactions on the platform, favouring money laundering transactions (Finews, September 

2020). Also in the FinTech area, it is worth mentioning that cryptocurrency transactions are 

suspected of hiding cash from the economy, as long as they are made under anonymity 

conditions (Crawley, 2021). According to the Federal Trade Commission (2021) USA 

consumers have reported losing more than $80 million to cryptocurrency investment scams, an 

increase of more than ten-fold year-over-year. People between the ages of 20 and 39 were hit 

particularly hard, representing about 44% of the reported losses. Fast-Growing E-Commerce 

attracts many types of frauds such as Chargebacks, Friendly fraud, Gaming and wireless fraud 

Account Takeover (ATO) (Columbus, 2020). There is clear evidence that cryptocurrencies and 

cybercrime are linked, so laws pertaining to cryptocurrencies and cybercrime must be 

coordinated. Insofar as international entities possess the legal structure and resources necessary 

to act swiftly in order to stop, deter, or combat criminal slippage, their rights and obligations 

must be re-examined (Scheau et al. 2020). 

Regarding e-piracy, nearly a quarter of the global Internet bandwidth is used for online 

piracy. Every year 230,000 to 560,000 jobs are lost in the United States due to online video 

piracy (Statista, 2017). Despite efforts to curtail piracy, the latest piracy reports indicate that 

global film piracy increased by 33% during the COVID-19 lockdown (Go-gulf, 2021).  
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Among the dark faces of digital economy, we may mention the loss of privacy data, i.e. 

„the destruction of privacy in an unprecedented and irrevocable manner” (Trapscott, 2015). In 

this view the recent term of “surveillance capitalism” rises up in literature (Zuboff, 2019) and 

requires higher protection through a stronger General Data Protection Regulation (GDPR) 

framework. According to a January 2021 survey of worldwide adults, 66% of total respondents 

agreed on feeling that tech companies hold too much control over their personal data (Johnson, 

May 11, 2021). With more countries introducing modern privacy laws in the same vein as the 

General Data Protection Regulation (GDPR), the world has reached a threshold where the 

European baseline for handling personal information is now the de facto global standard. 

According to Gartner, Inc. by 2023, 65% of the world’s population will have its personal data 

covered under modern privacy regulations, up from just 10% in 2020 (Gartner,2020). 

Additionally, the new AI Act is under consultations in the European Parliament, to ensure the 

proper treatment of personal data when AI tools are applied.    

There is a common feature in modern cyberattacks: in most cases, basic computer hygiene 

such as keeping software updated, using strong passwords, encrypting sensitive data, and 

keeping copies in the cloud are sufficient to protect computers from such incidents. For 

example, one often-overlooked aspect of the 2017 WannaCry attack is that, even though more 

than 400,000 computers in over 150 countries were hit, millions were not affected because they 

had updated their software. For this reason, WannaCry was defined as a “tribute to negligence”. 

As mentioned in the 2017 High Level Group of Scientific Advisors on Cybersecurity to the 

European Commission, many Europeans still fail to take basic cybersecurity measures: many 

say they care a lot about their personal data, but then give them away for free on social networks. 

Data are striking: 90% of the data breaches reported by the 2017 Verizon Data Breach 

Investigation were the result of phishing. And for those who are successfully phished it is not 

over, because they can expect it to happen again at least once during the same year. 

Cybersecurity should therefore become a collective responsibility and cyber awareness and 

computer hygiene should become an integral part of digital literacy programs. Without 

awareness-raising campaigns and smart policies, cybersecurity will always be dogged by 

collective action.  

The European Union has launched the Digital Europe Programme for 2021-2027 and it 

proposes €9.2 billion to build the strategic digital capacities of the EU and for facilitating the 

wide deployment of digital technologies in supercomputing, artificial intelligence, 
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cybersecurity, advanced digital skills, and ensuring a wide use of digital technologies across 

the economy and society (European Commission, May 27th 2020). 

 

3.2 European regulations for new tech and finance 

GDPR mandates that the companies are responsible for how they use and protect personal 

data. Data controllers must show that they handle personal data responsibly and make fair 

decisions. They must also be transparent about how they collect data and only use it for specific 

purposes. They should store data for a limited time and make sure it's accurate. Lastly, they 

must keep personal data confidential. This is all part of the GDPR regulations set by the 

European Union in 2018. Companies in the European Union or those that handle personal data 

of European citizens, must follow the General Data Protection Regulation (GDPR) to make 

sure they are handling personal data in a legal and transparent manner. The main set of 

requirements for the companies are: companies must show that they have a lawful basis for 

processing personal data, must provide transparency in the processing activities, must ensure 

that they only process personal data that is necessary for the specific purpose, they must use 

accurate data, organizations need to use proper technology and methods to keep personal 

information safe, and must comply with data subject rights. 

The European Union's Artificial Intelligence Act (AIA, 2023) requires that AI technology 

be regulated based on the level of risk it poses. This means that those who create and use AI 

are responsible for the choices made by the AI they use. The rule controls AI programs 

depending on how risky they are. This text is saying that there are rules for companies that 

make AI programs that are considered to be risky. These companies have to meet certain 

requirements before they can sell their AI program. The application will be continuously 

reviewed as long as it is available for sale. The levels of outlined risks are: no risk, limited risk, 

high-risk, and unacceptable risk.  The AI Act imposes that companies that are creating AI 

should first evaluate the possible risks. Then, they should test the AI extensively to make sure 

it is safe, accurate, and secure from cyber threats. They also need to carefully manage their 

human resources, making sure that employees are suitable for their roles, do not accept bribes, 

and have strong ethical values. Lastly, the company should provide a detailed document 

explaining how the AI operates. 

DORA is a law by the EU that deals with risks in technology, security, and infrastructure 

in the finance field. This law sets special rules for keeping the network and information systems 

of financial companies and organizations safe. It also applies to third-party companies that 
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provide services like cloud computing or data analysis. Financial companies must respond to 

and recover from all types of disruptions and threats related to technology. This helps prevent 

damage to security and infrastructure. 

Market in Crypto-Assets (MiCA) and Decentralized Finance (Defi) are new laws by the 

European Union. These laws are designed to regulate crypto assets and other types of digital 

assets (like NFTs) that are not currently regulated by existing financial laws. This is the first 

time customers are protected from the dangers of these new digital assets. The regulation 

includes different aspects like being open and clear, giving permission, and making sure 

everyone follows the rules when buying and selling. With this law Europe has been a pioneer 

in protecting rights in the field of cryptocurrencies. 

PSD2 law focuses on payments. It creates strict rules regarding keeping electronic 

payments safe and protecting people's financial information. The goal of putting it into action 

is to encourage competition and innovation in electronic payments, to make payments safer and 

more secure, and to improve customer protection, by making sure that both communication and 

people's information are safe. 

MiFID II law regulates financial products and how financial companies operate. People 

who sell finance products have to show that they acted in the client's best interest, keep records 

of their work for the client, and be clear about any gifts or benefits they receive from others that 

could affect how they do business with the client. It sets guidelines that companies must follow 

to ensure fair business practices and protect the customer's rights. The goal is to prevent fraud, 

deception, or any other practices that may harm the customer's best interests. Article 13 in the 

EU AI Act (AI Act 2023) is about being open and giving clear information to users. 

The main responsibilities that come from current rules are related to the fact that digital 

finance companies need to prove that they work in the customer's best interests and keep a 

record of how they do so. In simple words, they need to show that they have been open, honest, 

and professional in dealing with customers. They also need to provide complete and clear 

information about their finances, including any involvement with other companies and their 

responsibilities towards them. If there are other companies involved, they must explain who 

they are and what they need to do. Furthermore, it is important to clearly explain how the fee 

for the financial product works. 
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For companies, it is important to establish and update policies that protect the customer's 

best interests. They should also provide the customer with clear information about fees, 

benefits, obligations, and commissions. 

 

3.3 Financial inclusion and social responsibility of finance 

Financial inclusion is a goal that the European Union is trying to achieve. Although we 

have come a long way in the development of technical tools for using available data on the 

internet, we still have categories of people that do not have access to either financial services 

or capital. We are not there yet for a variety of reasons, including discrimination, bias in data 

and models, demographic conditions, financial literacy, and others. Financial inclusion goes 

hand in hand with the big tech players, who have access to large volumes of data and are 

building smart tools for profiling various sectors, not just the financial one. Moreover, we have 

large players in the financial domain who benefit from the services of technology companies in 

order to develop online risk assessment tools in countries like the USA, UK, or China. Firstly, 

there are the regulatory aspects that the banking sector needs to comply with, like Basel III or 

IV, regarding risk and credit data. This norm has the purpose of protecting consumers as end 

users of financial services from cyber-attacks or fraud. In this context, FinTech companies 

started to offer alternative financial services in a way that was more democratic, cheaper, and 

quicker. This increased the rate of financial inclusion for under-represented groups but did not 

solve the problem of getting access to the capital needed in a more inclusive way. The most 

recent research on alternative data sources shows that they are increasingly being used by 

lenders to evaluate credit applications in order to lower costs and get more financing (Jagtiani 

& Lemieux, 2019; Misheva, Osterrieder et al., 2021; Rosenblatt, 2020). The authors analysed 

traditional credit ratings, bank account transactions, insurance claims, credit card transactions, 

the consumer’s occupation, education, use of mobile phones, internet footprints, online 

shopping habits, investment choices, and others. Financial inclusion is a driver of growth, and 

the FinTech sector is promoting it (World Bank, 2022). 

Thus, the way statistical risk analysis tools are currently used in financial organizations and 

institutions reveals substantial oversights that limit our understanding of the consequences of 

potential bias and model frailty. Considering that AI (Artificial Intelligence), among others, is 

expected to adopt various tasks in finance and across a variety of contexts and financial jobs in 

the future, millions of employees will be confronted with this new form of technology. To 

ensure that those making decisions based on AI and those that are affected by these very 
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decisions can perform at a high level and feel their financial needs are addressed, it is therefore 

imperative to investigate the consequences of AI tools in risk management and financial 

resource provision. A sustainable, competitive, and resilient economy needs to rely on a sound, 

secure, reliable, and innovative financial industry as their backbone. To develop a common 

European market to its full potential, it is paramount to ensure equitable access to finance, 

access to new financial instruments, sound and reliable data for financial decision-making to 

facilitate the function of markets, and in particular, adequate financial support to allow startups, 

SMEs, and large corporations to prosper. An innovative and competitive European financial 

sector is therefore vital for the transformation and modernization of the common European 

economy across sectors. 

In this sense, current research is looking at the following problems: Are these models 

biased in the predictions they make? Is the data used to feed these models biased? Would 

solving these problems address the real cause of discrimination? Moreover, improving existing 

traditional tools for measuring risk would still leave a large population of disadvantaged people 

without access to capital. There are numerous reasons for this, including people who lack 

collateral or do not have sufficient transaction histories; tech start-ups that do not stick to 

predictions because they are high-risk, high-gain, and so on. Presently, in the lending sector, 

companies are evaluated based on their financials, and the riskier the company, the higher the 

cost of debt. Tackling the gender bias challenges posed by this type of alternative risk scoring 

model is not an easy challenge. Firstly, there is the protection of personal data that is used to 

feed and build these models. Models of this type should be ethical, respect people's right to 

privacy, be transparent, reliable, and trustworthy, and ensure that sustainable companies get 

financed according to the EU's Green Deal. European legislation on data protection is a step 

forward in this field together with other European initiatives involving the use of personal data 

by algorithms, like the European approach to AI that encourages the development of human-

centric and trustworthy models. They should also treat bias in a fair manner so as to ensure 

access to capital in a more inclusive manner. At the European level, there is also the Gender 

Equality Strategy, which targets the achievement of gender balance in fields where women are 

under-represented. FinTech services make access to finance easier, faster, helping drive 

financial inclusion, but their impact on gender gaps varies across countries (Khera et al., 2022). 

Another study found that FinTech use has a greater impact on closing the gender gap than 

traditional financial services (Yoke Wang & Heng, 2022). Using gender modeling, Kelley et 

al. (2022) find out that it reduces discrimination. AI models used for this purpose should include 
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human judgment in the process of achieving results in order to effectively treat discrimination 

(Silberg & Manyika, 2019). 

European Commission supports the use of artificial intelligence in the provision of 

financial services. The purpose is to ensure financial stability, protecting savers' and lenders' 

rights by combating financial fraud and ensure that businesses and consumers have greater 

access to capital needed. European Commission (EC) and other public institutions including 

European Securities and Markets Authority, European Central Bank, Financial Stability Board 

together with national financial institutions are working to adapt the legal framework to 

innovative FinTech financial services. Moreover, EC is working on introducing Big Data to the 

official statistics system. 

 

3.4 FinTech, cybercrime, and potential solutions 

As we mentioned before, there are various advantages of Artificial Intelligence, including 

faster access to information, improved customer experience, increased productivity, lower 

operational costs, improved decision-making, improved information security, higher mobility, 

automation of business processes, agility, and disaster recovery. 

Digital solutions 

To tackle these challenges, financial institutions and regulatory authorities have 

implemented various digital solutions that use advanced technologies such as Artificial 

Intelligence (AI), Machine Learning (ML), and blockchain to detect and prevent financial 

crimes. Regarding anti-fraud technologies, the detection of credit card fraud uses various money 

laundering techniques, especially those of Artificial Intelligence, while for detecting frauds in 

financial statements, the best performing methods are Probabilistic Neural Network and 

Genetic Algorithms (Sadgali et al., 2019). Similar technologies consist in computerized data 

mining programs, ML and several tools for risk profiling which are used to trace illicit funds 

for money laundering or terrorist acts (Levi & Wall, 2004; Amoore & de Goede, 2005; de 

Goede, 2008; Williams, 2013). These systems can analyze vast amounts of transactional data 

in real-time, identify suspicious patterns, and alert authorities or financial institutions for further 

investigation. An integrated analytical approach can be used in order to detect suspicious 

transactions, under the fraud alerts that contact the cardholder for approval (using various 

channels such as voice, email or SMS) in real time (Zoldi, 2015). Then, biometric authentication 

is another digital solution that can help prevent financial crimes. Biometrics refers to the 
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measurement and analysis of unique physical or behavioral characteristics of individuals, such 

as fingerprints, iris patterns, voiceprints, or facial features. These biometric traits are highly 

distinctive and difficult to forge or replicate, making them effective for identity verification. 

Biometric authentication offers several advantages over traditional methods of 

authentication, such as passwords or PINs, which can be stolen, guessed, or forgotten. Despite 

its benefits, it's important to note that biometric authentication is not foolproof. Biometric data 

can still be stolen or compromised, and there are potential privacy concerns associated with its 

use. Therefore, it is crucial for financial institutions and organizations to implement robust 

security measures to protect biometric data and ensure its proper usage. 

The latest development in blockchain technology is the fusion of blockchain with the most 

comprehensive possibilities of future cutting-edge technologies such as the Internet of Things, 

cloud computing, AI and robotics. The system can achieve unlimited scalability by exploring 

the potential of virtual blockchains within a single blockchain. This fusion is considered by 

many to be the latest generation of technology, Blockchain 4.0 [Garg, 2021]. Applying two 

common disruptive technologies, blockchain and Artificial Intelligence, to the field of decision 

reasoning is particularly exciting. The digital record of the blockchain provides insights into 

the framework behind AI and the source of the data it uses, thus addressing the challenge of 

explainable AI. The use of open-source blockchain solves the black box effect of AI, making 

the data output transparent. This will help improve confidence in the integrity of the data. 

Therefore, the recommendations AI can make increase consumer safety, and the use of 

blockchain to store and distribute AI models provides an audit trail, while pairing blockchain 

with AI can enhance data security. 

On the other hand, AI can read, understand and correlate data at incredible speeds and 

comprehensively, bringing a new level of intelligence to blockchain-based business networks. 

By providing access to large amounts of data inside and outside the organization, blockchain 

helps AI scale to provide more actionable insights, manage data usage and model sharing, and 

create a reliable and transparent data economy. The combination of blockchain and AI can be 

particularly effective, fast and reliable when used with the Internet of Things (IoT). The IoT 

enables devices to send data over the internet to private blockchain networks to create tamper-

proof records of common transactions. Open, interoperable, and multi-cloud blockchain allows 

business partners to share and access IoT data without central control and management. Each 

transaction can be verified to prevent disputes and build trust between all authorized network 

members. 
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Integrating IoT, AI and blockchain introduces a new system architecture that controls and 

improves most processes related to human well-being. This integration will have obvious 

implications for legal constructs, contracting and enforcement, data protection and consumer 

protection. This interconnection and integration of technologies have already appeared in 

market practice, including in the field of financial services. Again, practice is ahead of legal 

solutions, with applicable law, safeguards and liability law, appropriate redress systems, 

standards and protocols to be developed (Guergov and Radwan 2021). 

Importance of human oversight, proper human oversight mechanisms must be put in place, 

and AI systems must support human autonomy and decision-making in which the human makes 

the final ruling. AI systems should provide partial or full outputs in formats easy to understand 

for the users and possibilities for interaction in an easy manner. It will be, therefore, of uttermost 

importance to further enhance approaches based on natural language processes and 

counterfactual explanations so as to help humans supervise and make meaningful decisions 

based on data outputs provided (Zanzotto, 2019); methods how to implement this so far have 

been domain-specific, based on current settings and scenarios in which the controller needs to 

supervise the AI-based solution. 

Cyber education 

Another important tool against cybercrime attacks which is found among the priorities of 

the European Commission consists in cybercrime and cybersecurity education of  people, 

meaning how to use internet wisely and safely (Dalli, 2019). Through cyber education  people 

should be empowered with knowledge on how to respond effectively to cyber-attacks 

(European Agency for Cybersecurity ENISA, 2022). The recent report of the European Agency 

for Cybersecurity (ENISA) from December 2022 titled “Cybersecurity Education Initiative on 

The EU Member States” aims to identify the needs and gaps regarding cybersecurity education 

and determine how ENISA can provide additional support to the Member States. 

The recent report o ENISA (December 2022) shows the initiatives in cybersecurity 

education being carried out in the Member States, where it is observed that governments intend 

on introducing cybersecurity topics through the educational curriculum or training plans carried 

out in the school setting. Member States like Italy presented specific regional initiatives that 

will be carried out in additional regions in the future. Some Member States (40%) showed that 

non-governmental organization (NGOs) and institutions already involved in carrying out 

activities with children and adolescents have developed additional initiatives that present and 
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teach the principles of cybersecurity through more practical or engaging approaches such as 

events, competitions, online platforms, and games. 

Another important type of preventive measure of digital fraud consists in the investments 

in anti-fraud programs / technologies by entities to prevent various types of frauds such as 

fraudulent insurance claims, identity theft, and money laundering. The market of these 

programs was estimated to be more than double in 2021 compared with 2017 and the projection 

for the market in 2023 exceeds 63 billion USD (Markets and Markets, 2021). An explanation 

regarding the high level of digital fraud undertaken in the context of increased IT technologies 

consists in the pace of technical enforcement ability to deal with these crimes (Gogolin, 2010). 

Digital skills are perishable unless kept current and thus digital crime investigation is very 

expensive. To keep the pace, digital crime investigation requires high investments in training 

and also digital and physical infrastructures (Gogolin, 2010). 

 However, not only the problem of cybercrime education is in our view, but problems have 

also persisted in the more general area of financial education. There are wide disparities 

regarding financial education in the EU Member States. The level of financial education highly 

differs among the EU countries. Thus, it is lower in countries from Southern Europe, i.e. 

Greece, Italy, and Portugal, but much higher in the Northern EU countries, such as Denmark, 

Sweden, the Netherlands, and Germany. 

Financial regulation with technology 

However, it is not only disruptive technologies that should and can be regulated, but new 

technologies also create opportunities to transform existing technologies and regulation itself. 

Whereas traditional regulation is based on (often imprecise and unenforceable) regulations and 

their ongoing accountability, and thus relies on large, centralized control organizations with 

human (subjective) resources, disruptive general-purpose technologies can ensure that socio-

economic needs are met more quickly and reliably, based on a much wider range of patterns, 

by incorporating algorithmic safeguards. 

New technologies can also work effectively in de-personalized (anonymized) data 

environments. Although there is no clear position on the interpretation of the concept of 

anonymization in the case law (hence the unpredictability of case law), national and 

supranational regulators have indicated that there may be alternatives to the total destruction of 

data that can ensure compliance with the GDPR. The Austrian DPA, for example, has 

acknowledged that it has flexibility on the technical means to achieve erasure and that 
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anonymization can be considered as one means to achieve erasure. Furthermore, the UK 

Information Commissioner's Office has long argued that if data are "rendered unusable", this 

may also be satisfactory. However, there does not seem to be consensus on this issue in all 

Member States (Finck, 2019). 

Also, in line with Article 25 of the GDPR, developers of systems using Artificial 

Intelligence and blockchain technology are continuously working on developing (built-in) 

technical options to facilitate compliance with the GDPR. Each of these solutions entails 

important trade-offs, which will obviously vary depending on the context, and cannot be 

considered in general terms. These include, but are not limited to, zero proof of knowledge, the 

use of stealth addresses, homomorphic encryption, state channels for bilateral smart contracts, 

ring signatures, noise addition, chameleon hashes and editable blockchain, secure multi-agent 

computation, third-party indirection services, etc. It should be stressed that new developments 

specific to emerging new blockchains are constantly emerging, so their GDPR compliance also 

needs to be continuously assessed and updated (Finck. 2019). Regulation has for centuries been 

designed to apply to centralized entities (e.g. corporations) where hierarchies of control and 

responsibility are more easily identified. However, the fact that such structures are absent in 

decentralized environments does not in itself argue against regulating them. Rather, it is a matter 

of finding the right regulation rather than applying to a different environment a set of rules 

previously developed under different conditions. 

 

4. Discussion, implications for policy, and the path forward 

The previously highlighted characteristics of AI suggest that the potential large number of 

infringements affecting a wide range of consumers that may result from its use cannot be 

effectively remedied ex post under the current liability regime. In many cases, the developer 

and the user of the system are not able to detect the infringement and possible dysfunctional 

effects of the product in advance, even with the greatest care, and are consequently unable to 

inform the lay consumer of the risk of infringement.  

To remedy this situation, the state must provide regulatory and professional assistance to 

bridge the current information asymmetry between the professional, but far from perfectly 

informed, service provider and the lay consumer. In supervisory activity, the characteristics of 

the service provider state must predominate over the role of the public authority. Supervision 

must focus on establishing and maintaining a balance in consumer protection, using a wide 
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range of instruments, of which fines are only one. On the one hand, systems using AI should 

be subject to strict rules and obligations on product safety and product liability before they enter 

the market, and to “consumer protection by design” along the lines of “privacy by design”. On 

the other hand, public authorities should carry out a professionally controlled trial run with 

market players. Skilton and Hovsepian (2018) also stress the importance of continuous trials to 

avoid unintended effects.  

The EU has also called for the creation of safety test tracks and exclusion zones for testing 

AI-based applications in the so-called Delvaux report (EP, 2019), and the principle of such 

testing is not unknown in practice. Such testing standards are for example included in the 

pharmaceutical industry regulations or in the Anglo-Saxon and Far Eastern rules for regulatory 

sandboxes, and the experience of this should be examined in detail and applied accordingly. A 

secondary effect of the use of sandboxes could be that supervisors gain direct experience of 

product development practices, developer thinking and objectives. Through cooperation 

developers also gain direct knowledge of consumer protection approaches, thus raising the level 

of financial literacy. 

Auditing and enforcement of regulation is of big importance too, and it will be to see how 

this will unroll in the context of the EU, now that the AI Act is voted on and it’s a reality. 

Enforcing is indeed the key and will drive commitment for companies. Yet another reflection 

for the path forward is that now there are probably too many regulations existing in the sphere 

of digital, all a little bit applicable, and this is overburdening companies, and the society. Now 

there are probably even too many digital laws, all a little bit applicable, and a good question is 

if further laws are needed, or the existing ones need to be made ”crisper”. 

Enforcement of the AI Act may follow the GDPR enforcement strategy, that is that the EU 

installs offices in different locations, and thus acts and operates locally in the domain of 

competence. This enforcement may even try to fix from the experiences of implementing 

GDPR, fighting against bias, and processing of personal data for regulatory sandboxes, and 

these will have huge impacts on GDPR as well. Digital coordination platforms, in which 

different agencies work together may be the way forward in implementing AI regulation at 

countries level. Coordination between different bodies will be a key. However, it would seem 

useful to undertake a review in line with the policy principles set out in the Finck report to 

improve the GDPR in order to create legal certainty before moving offices, which would 

involve significant costs and administration. To this end, substantive coordination of 

supervisory bodies can be taken forward. The experience gained in regulatory sandboxes can 
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also greatly help to raise the professional standards of supervisors and to promote meaningful 

coordination. 

In case of high-risk scenarios of application of AI in Finance, in general, and in cybercrime 

in particular, like we mention in this article, it may be handy to have specialized figures only 

on AI regulation aspects. These figures can work closely and together with data protection 

officers, to be sure of correct implementation of the AI Act. But Data Protection Officer would 

not be currently qualified to correctly interpret the requirements of the AI Act, and must be 

trained in addition, which is probably not ideal for companies. The approach should be to not 

multiply all such activities, as it will overwhelm people. New knowledge on how to structure 

the organizations internally for these challenges and implications is needed.  

The Finck study (Finck, 2019), commissioned by the European Parliament immediately 

after the GDPR came into force, concluded that blockchain is not yet clearly regulated through 

the various elements of European data protection law and this could also apply to AI. He saw 

the reason for this in two overarching factors: first, that very often the technical architecture of 

blockchain technology itself, as well as its governance systems, are in conflict with the 

requirements of the GDPR. Second, the in-depth investigation revealed wider uncertainties in 

the legal framework, in the interpretation and application of the GDPR (e.g. the concepts of 

controller and processor, personal data or anonymization). The uncertain legal environment 

makes it difficult for data controllers to build appropriate and effective safeguards into the new 

technologies they deploy. 

That said, the biggest challenge of the future will be to protect individuals from the risks 

of digital assets, including cybersecurity and hacker attacks, while enabling technological 

innovation. However, the systematic review also reveals that new technologies and data 

protection regulation are not irreconcilably at odds with each other, but that predictability and 

mutual adaptation are needed in this area, too. Indeed, they can be mutually supportive to each 

other's effective unfolding: the characteristics of AI and blockchain technology can also benefit 

the data economy more broadly, for example by facilitating the sharing of data between 

institutions to support data markets, which in turn can support the development of AI in the EU. 

On the other hand, the same features could also be used to support some of the objectives of the 

GDPR, such as giving data subjects more control over personal data that directly or indirectly 

concerns them (Finck, 2019). 

The Finck report made three policy recommendations: first, it proposed the development 

of specific guidance on the application of the GDPR to blockchain technologies to ensure legal 
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certainty (note that interpretation of data protection provisions would be needed continuously 

as new technologies emerge and evolve, involving experts with knowledge of the technologies); 

second, it proposes to support codes of conduct and certification mechanisms to ensure that the 

principles of European data protection law are applied to the processing of personal data. This 

would also require meaningful dialogue and cooperation between data protection authorities 

and business experts. Thirdly, it suggests interdisciplinary research, technical and governance 

solutions and experimentation with protocols. The recent EU and national legislation to ensure 

the functioning of blockchain regulatory sandboxes could be an excellent tool for this purpose. 

The most significant problem is the interpretation of data minimization, limited storage, 

purposeful processing and anonymization, as it is precisely in large-scale databases collected 

from different sources that technologies look for patterns that cannot be deleted in order to 

enhance human well-being (e.g., more reliable medical imaging, faster and more reliable 

services, etc.). 

The challenges and questions that companies face require knowledge and expertise from 

different areas. To solve these challenges, a team must be formed with different roles. This team 

includes people who handle and organize data from various sources within the company, people 

who analyze the data and create reliable machine learning models, people who understand the 

company's business processes, people who ensure that decisions are made in accordance with 

regulations, and people who provide guidance on ethical criteria within the company's domain. 

Finally, the EU is creating a digital finance platform called the European Commission's 

Digital Finance Platform. The goal of this platform is to bring together FinTech companies, 

banks, and regulators to encourage cooperation and creativity using financial data. The initial 

task was to create a map of the ecosystem. Currently, there are 9000 FinTech companies in 

Europe. Next, we needed to figure out what the different people using the platform needed and 

the situations in which they needed support. We found that everyone using the platform was 

interested in preventing fraud and managing risk. These actions will continue to spark 

conversations about how Artificial Intelligence can be used in this area. 

 

5. Conclusions 

This main goal of this work is to address the main issues that derive from the adoption of 

Financial Technologies (FinTech). We conduct a bibliometric and systematic literature review 

to assess the theoretical background present in the specialized literature, in a way that elucidates 
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the reasons for the topic's significance, ultimately revealing the research gap that this study 

intends to address. We have discussed important topics that have raised in relation with 

FinTech, such as the presentations of advantages and risks, the huge need for regulation, the 

need for financial inclusions, the increased risks given to the financial transactions and how to 

face these cybercrimes within potential solutions. We also explored how financial companies 

can use new technologies to create new services and products using the large amount of data 

they have. We have discussed the implications of our work for policy makers from different 

levels from the microeconomic, macroeconomic but also European level. 

Further research will be needed to study the relation between new technology development, 

cybercrime, and societal harm. The idea that non-sentient machines make impactful societal 

decisions, therefore protecting and regulating new technologies to protect cybercrimes is an 

important issue to be addressed. In this paper we give our first analysis of the problems as well 

as important possible solutions at stake. Broader discussions will be needed, regarding the 

“good” vs “bad” side of new tech systems and how these are guiding the adoption of them. 

Additionally, how can efforts to educate people, on a mass scale, on the threats and 

opportunities posed by AI and on their individual rights in the face of these systems be best 

progressed? (Elliott, 2021). There may be the need for specific safety engineering frameworks 

for responsible AI as well. 

How these different considerations will be interpreted into laws will require consideration 

of the dangers of new technologies against the potential for advancement that these new 

technologies hold. As financial domain policymakers combine these components in particular 

laws, the interests of the involved stakeholders must be considered as well.  

The nature, level and applicability of regulation within the financial industry, will ought to 

adjust and combine, in our view, different interests, foremost societal, however also the interests 

of the involved stakeholders and entities (central banks, financial institutions and organization). 

The main principles of new tech and regulation in the domain will be around the pillars of 

accountability, trustworthiness, responsibility, and it is vital that regulators align different 

existing frameworks into a single consistent set of policies. With this they will also enhance 

innovation and improve competitiveness in the domain.  
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